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The evaluation of the thruster-induced environmental
effects that could degrade the performance of spacecraftA fully three-dimensional hybrid plasma particle-in-cell model for

multi-computer environments was developed to assess the space- subsystems and sensors is very important. For example, in
craft backflow contamination of an ion thruster. Results of plume ion thruster plumes, a low-energy plasma is created by
backflow are presented for a 13-cm xenon ion thruster operating charge-exchange (CEX) processes and can expand around
with a current level of 0.4 A on a model spacecraft. The computa-

a spacecraft leading to a current drain on high-voltagetional domain was over 40 m3 in volume, and used over 35 million
surfaces. The enhanced plasma density due to a thrusterparticles representing charge-exchange (CEX) xenon ions produced
plume can also lead to attenuation and refraction of elec-in the plume. Results obtained on a massively parallel 256-node

Cray T3D clearly show the plasma density enhancement around tromagnetic wave transmission and reception. In addition,
the spacecraft due to the CEX ions. Three-dimensional results are ion thrusters emit heavy metal species, both charged and
compared with the results of a two-dimensional axisymmetric uncharged, due to grid and discharge chamber erosion
model to explore the three-dimensionality of the backstreaming

which can easily adhere to sensitive spacecraft surfacesflow field. Q 1996 Academic Press, Inc.
and decrease the operational lifetime of the satellite. It
is vitally important to understand and predict the back-
flow transport of these species from the plume unto aI. INTRODUCTION
spacecraft.

We have developed a model of an ion thruster plume,The potential problems of spacecraft contamination
based on the hybrid plasma particle-in-cell (PIC) tech-by the effluents of electric propulsion (EP) thrusters
nique, to simulate the backflow contamination from thehave been known for some time [1, 2]. However, ground-
CEX plasma that is created from CEX collisions betweenbased experiments produce estimates of thruster contami-
fast beam ions and thermal neutrals that leak out of thenation that are questionable due to vacuum chamber
discharge chamber. Due to the large scale nature of thefacility effects such as chamber wall sputtering and the
problem that involves spatial domains of meters to encom-presence of residual chamber gases. Only recently has
pass a realistic spacecraft, and the large numbers of compu-massively parallel computing technology enabled large-
tational particles that are necessary for reasonable statis-scale fully three-dimensional computational assessments
tics, we have developed our model to take advantage ofof thruster backflow contamination over realistic space-
state-of-the-art massively parallel architectures. Thesecraft geometries. The prediction of backflow contamina-
computers enable the solution of problems that were pre-tion is of increasing importance now that EP is earnestly
viously inconceivable. The model is applied to estimatebeing considered for a variety of applications, including
the backflow from a 13-cm xenon ion thruster located onstation keeping on commercial geostationary communica-
a model spacecraft.tions satellites [3]. Among the various types of EP

In Section II we formulate our approach to the problemthrusters, ion thrusters have reached a relatively high
and describe the physical model. Numerical methods arestate of maturity and, thus, have received much attention
discussed in Section III, followed by a presentation of thein regards to spacecraft contamination and integration
concurrent implementation in Section IV. Results of aissues.
large-scale application are presented and discussed in Sec-
tion V, and the concurrent performance of the model is
discussed in Section VI. Last, conclusions and future work1 Present address: Institute for Defense Analyses, Alexandria, VA

22311. are offered in Section VII.
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II. PHYSICAL MODEL 2.2. Neutral Efflux

Due to operating constraints, not all the propellant isThe ion thruster plume model used in this study accounts
ionized within the thruster. Unionized propellant that ef-for four of the five major thruster effluents: (1) fast (.10
fuses out from the discharge chamber, exits in free-molecu-km/s) propellant beam ions that provide the thrust, (2)
lar flow. Only the flow on the macroscale is modelled andunionized propellant neutrals with thermal energies that
the effects of the multi-hole structure of the grids are ne-flow from both the discharge chamber and the neutralizer,
glected. A simple point source model gives the neutral(3) slow (initially thermal) propellant ions created predom-
density, nn,inantly from (CEX) collisions between the beam ions and

neutrals, (4) non-propellant efflux (NPE) that consists
mainly of eroded grid material, typically molybdenum, of nn(r, x) 5

nno

4
r2

T(x 1 rT)
[(x 1 rT)2 1 r2]3/2 . (4)

which a fraction is charged due to either CEX or electron
bombardment ionization, and (5) neutralizing electrons.

The flux of neutrals is given by the Knudsen efflux,The NPE efflux is not considered in this paper. In this
nnoC/4, where the mean neutral speed C 5 Ï8kTw/fmi issection, brief descriptions of the other effluents are given
based on the temperature of the thruster walls, Tw. Thebased on the work of Samanta Roy et al. [4]. Some of the
neutral density at the thruster exit, nno, is given as a functionelements of the model are given in terms of axisymmetric
of the beam current and the propellant utilization efficiencycoordinates for simplicity, but they are implemented as
by the relationfully three-dimensional.

2.1. Beam Ions
nno 5

4Ib

eCAn
S1 2 hp

hp
D, (5)

The collimated beam ions of mass mi that provide the
thrust are accelerated electrostatically by a grid system to

where the propellant utilization efficiency, hp, is based onvelocities typically on the order of 20,000–40,000 m/s. The
the total mass flow rate (discharge 1 neutralizer),beam ion velocity, vbi, is related to the beam voltage, Fb,

by conservation of energy, vbi 5 (2eFb/mi)1/2. The current
density of the beam ions, jbi, is approximated by a parabolic

hp 5
Ib

ṁtotal
Smi

e D. (6)
axisymmetric profile given in cylindrical coordinates (r, x),
where x is the axial coordinate,

The neutral flow through area, An, is close to the geometri-
cal open area of the grids.

jbi(r, x) 5
2Ib

fr2
b
S1 2

r2

r2
b
D (1)

2.3. CEX Propellant Ions

Slow propellant ions are created inside the beam due towhich is subject to the normalization that at any down-
CEX reactions of the following type between the fast beamstream location in the beam,
ions and the slow thermal neutrals,

Ib 5 E2f

0
Erb

0
jbir dr du, (2) Xe1

fast 1 Xe0
slow R Xe1

slow 1 Xe0
fast .

The result is a fast neutral that travels in a line of sightwhere Ib is the ion current emitted from the thruster. The
manner and a slow ion that is affected by the local radialbeam has a constant divergence angle, a, which is usually
electric fields in the beam. The volumetric production rate15–208, and thus the beam radius is rb 5 rT 1 x tan a, where
of these CEX ions is given byrT is the thruster radius. The beam current is assumed to

be predominantly axial, with the beam velocity remaining
Ṅcex(x) 5 nn(x)nbi(x)vbiscex(vbi), (7)approximately constant over the length scale of interest of

several meters and, hence, the beam ion density, nbi, is
where the relative collision velocity is taken to be the beam
ion velocity. For a beam ion velocity of 33,200 m/s—the
value used in the present simulation of the 13-cm xenonnbi(r, x) 5

jbi(r, x)
e vbi

. (3)
thruster—the CEX cross section [6], scex, is 3.9 3 10219

m2. Volumetric production rates using Eq. (7) and the
simple neutral model of Eq. (4) compare well with esti-The parabolic profile is in good agreement with experimen-

tal measurements on modern ion thrusters [5]. mates based on measurements [4]. However, it must be



8 SAMANTA ROY, HASTINGS, AND TAYLOR

TABLE I to significant simplification. Since we are interested in the
motion of the CEX ions, the time scales involved are muchGyroradii for Xenon Ions
larger than electron time scales. Thus, the electron un-

LEO GEO steady and inertia terms can be neglected.
(B 5 0.2G) (B 5 0.001G) The electron drift velocity is assumed to be on the order

of the ion drift velocities. Physically, the electrons cannot
Thermal CEX ion (T 5 5008K) 12 m 2 km

overexpand the ions expanding in the plume, since a largeBeam ion V . 10 km/s .680 m .136 km
charge imbalance would result. With this estimate for the
electron drift velocity and taking typical beam potentials
of 10 V or more, the ratio of the electric to magnetic forces

pointed out that there is a limit to the validity of this is at least 102, even with magnetic field strengths of 3 3
method of CEX ion creation. If the CEX ion production 1025 T in a low earth orbit.
rate is too high, then the beam ion density cannot be taken The collisional term consists of electron–ion and elec-
to be a fixed quantity. If we define a CEX ion current, tron–neutral collisions. The electron–ion term is zero since
Icex 5 4/3fr3

Tennonbiovbiscex(vbi), then it must be that the it is proportional to the difference between the ion and
ratio, Icex/Ib p rTnnoscex ! 1. In our results, typically this electron drift velocities, and the electron–neutral term is
ratio is less than 3%. small, compared to the electric field term and the pressure

An important consideration for the transport of the slow term. Hence, Eq. (8) can be simplified to a balance between
ions is the ambient and thruster-induced magnetic fields. the pressure, pe 5 nekTe, and the electric potential, f, gra-
Table I shows the gyroradii for thermal and beam ions in dient,
various magnetic field strengths corresponding to a range
of orbital altitudes. The thermal speed of the CEX ions is
the minimum speed and represents ions that have not been e=f 5

k=neTe

ne
. (9)

accelerated through the potential drop of the beam. For
the length scales that we are interested in currently

While experiments show that the electron temperature(,5 m), the ions can be considered unmagnetized. In
decreases radially and axially due to cooling as the plumeaddition, thruster-induced fields outside of modern ion
expands, the variation is much less than that of the plasmathrusters are weak.
density since the electron thermal conductivity is very high
[4, 5]. In this work, we consider the case where the electron2.4. Electrons
temperature is constant, and Eq. (9) upon integration be-

Ion thrusters have a device called a neutralizer that emits comes
an electron current to balance the ion current of the beam.
Essentially, the neutralizer produces a quasi-neutral
plasma cloud that acts as a ‘‘bridge’’ for the passage of ne 5 ney exp S ef

kTe
D. (10)

electrons to the beam. In ion thruster beam plasmas, the
thermal velocity of the electrons (Te 5 1–5 eV R 4 3
105 2 9 3 105 m/s) is much higher than the ion beam Note that with this model, the electron density is a specified
velocity (2–4 3 104 m/s) and, thus, the electrons can diffuse background density when the potential reaches zero, or
rapidly to provide neutralization. It is beyond the scope the reference space potential far from the beam. The iso-
of this work to include a detailed model of the physics of thermal Boltzmann relationship, often referred to as the
an electron emitting a hollow cathode, which is still not ‘‘barometric equation,’’ has been studied and compared
completely understood today. Our approach is to develop with a variable temperature model [5]. Comparisons show
and use a simple model that treats the electrons as an that the isothermal model yields slightly higher values of
isothermal neutralizing fluid with a drift velocity of that the backflowing CEX ion densities. However, comparisons
of the ions. Preliminary efforts have been made recently of both models with experimental data show good
to model the electrons kinetically [7]. agreement within experimental error [5]. The simplicity of

The general momentum balance for the electrons includ- the isothermal model outweighs the complexity of imple-
ing electric (E) and magnetic fields (B), pressure forces, menting the full fluid model in a multi-computer envi-
and collisional drag terms is ronment.

III. NUMERICAL MODEL­ve

­t
1 ve ? =ve 5 2

e
me

(E 1 ve 3 B) 2
=pe

mene
1 Re . (8)

To model the expansion of an ion thruster plume, we
employ the hybrid electrostatic plasma (PIC) method [8].A scaling analysis [4, 5] of the momentum equation leads
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temperature corresponding to the wall of the discharge
chamber (usually around 5008K). Particles that reach the
simulation boundaries and spacecraft surfaces are re-
moved, and steady-state is reached when the loss of parti-
cles at the boundaries balances the production rate in the
beam. The bulk of CEX ions are produced within 2–3
beam radii downstream.

A standard linear Cartesian weighting function [8] is
used to weight the charge of the particles to the grid. Within
a cell, the charge is weighted to the eight neighboring grid
points, and the volumetric charge density is computed by
summing over all the particles. Once the charge density
is computed, the electrostatic potential is determined by
solving Poisson’s equation,

=2f 5
e
«0
Sne 2 O

species
niD, (11)

where ne is given by Eq. (10). Note that the summationFIG. 1. Three-dimensional domain geometry.
over the ion species allows multiple species: the beam ions,
CEX ions, and ambient ions. With the Boltzmann distribu-
tion for the electron density, the Poisson equation for theIn the electrostatic PIC technique, ions and electrons in a
electric potential becomes highly nonlinear. This equationplasma are treated as macro-particles, where each macro-
is solved with a Newton–Raphson successive-over-relax-particle represents many actual particles. The charge of
ation (SOR) scheme. For large meshes, grid relaxationthe simulation particles is deposited onto a computational
techniques are the methods of choice [9]. Either fixed po-grid and a charge density is computed. From this density,

Poisson’s equation for the electrostatic potential is solved,
and the particles are moved under the influence of this
self-consistent electric field. A major shortcoming of ex-
plicit fully kinetic PIC codes where electrons are treated
as particles, is the very small time step that is required to
resolve the electron motion. Since we are interested in the
ion motion, we adopt the hybrid approach where the ions
are treated as particles, but the electrons are treated as a
fluid. In this manner, the time step is now on the ion time
scale, which for xenon ions, is about 490 times larger than
the electron time scale.

The model is fully three-dimensional. Figure 1 is a sche-
matic of the general computational domain, and Fig. 2
shows the Cartesian grid in the x 2 y plane for y . 0. The
grid is non-uniform to more efficiently handle the highly
non-uniform density distribution in the plume. Since the
grid cell size should be on the order of the Debye length
which scales with plasma density, n, as 1/n1/2, the grids are
linearly stretched in the x, y, and z directions from the
thruster exit to follow the increase in Debye length due
to the density decrease which is assumed to decay as 1/R2

from the exit.
The slow CEX ions are treated as particles, with the real

to macro-particle ratio around 10–100 million. Particles
are created each time step in each grid cell based on the
volumetric CEX production rate given by Eq. (7). The

FIG. 2. Computational grid in x-y plane.velocities are those of a Maxwellian distribution with a
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tentials are imposed on the spacecraft surfaces, or the ing and communications purposes. It is important to know
what types of boundary conditions to enforce for the Pois-spacecraft potential can float with respect to the ambient

plasma, and Neumann boundary conditions are held on son solver and how to treat particles that cross the bound-
aries of each block. The face types are identified in theall exterior domain boundaries. A solar array panel is

attached to the spacecraft, and a potential distribution following manner: (a) hole (interior of the spacecraft—no
computation or communication); (b) interior interblockalong its length is specified.

Given the potential, the electric field, E, is computed cut face; (c) exterior boundary—Dirichlet or Neumann
potential boundary condition; (d) spacecraft surface—from E 5 2=f, and the equations of motion of each ion

macro-particle are integrated, potential specified; (e) thruster front—potential specified;
(f) top solar array—potential specified; (g) bottom solar
array—potential specified; and (h) reflecting boundarydvi

dt
5 Sq

mDi
[E 1 vi 3 B],

dxi

dt
5 vi , (12) condition on y 5 0 plane for upper half-plane calculations

(Neumann condition on potential).
The reflecting boundary condition is used for the parti-

where q/m is the charge to mass ratio of the ion. The cles, i.e., a particle that hits this surface is reflected—just
capability to include a fixed magnetic field, B (i.e., the as on the plume centerline in an axisymmetric model. Phys-
geomagnetic field), is incorporated in our model. However, ically, for every particle that leaves the upper half-plane,
for these calculations, the role of the magnetic field is ne- there is another one that is entering from the lower half-
glected. plane. On all other exterior and spacecraft boundaries,

particles are absorbed. Particles are passed between proc-
IV. PARALLEL IMPLEMENTATION essors if they share an interior interblock cut face.

The way that the global computational grid is divided
4.1. Partitioning

at the boundary between two blocks is illustrated in Fig.
4 (which is the same for every axis). Particles in Block NThe approach to parallel implementation is similar to

the first general concurrent PIC algorithm developed by whose position is greater than or equal to x(IXB) are
passed to Block N 1 1. Similarly, particles that are lessLiewer and Decyk [10]. Data decomposition is used for

the partitioning of the problem. The computational domain than x(1) in Block N 1 1 are passed to Block N.
is partitioned into blocks according to a simple rule that
each block face must be of a single type, i.e., a face is

4.2. Parallel PIC Algorithm
completely a spacecraft surface or an interior interblock
face—it should not be a mixture in order to maintain A preprocessing geometry code generates the global

computational domain for a given problem and inter-simplicity in programming. The methodology of dividing
a problem into blocks actually simplifies programming actively decomposes the domain into Nb blocks. Generally,

if M is the number of processors available, Nb P (2–3)Mstructure and enables very general geometries to be han-
dled, because each block can be individually initialized with to allow for overlapping of communication and computa-

tion. An input file for each block is created that consistsor without particles, and with various boundary conditions.
Figure 3 shows a coarse decomposition of the domain of the local grid, boundary conditions, and face types. The

Nb input files are mapped onto the M processors, andin the x-y plane. The domain is partitioned into a minimum
of two blocks in the x-direction: one behind the thruster the same PIC code operates on each block. Each block

executes the algorithm shown in Fig. 5.plane and another in front. There are seven in the y-direc-
tion for a full plane simulation and four for a half-plane Each block in the entire domain is solved independently

and appropriate boundary conditions are used to signifysimulation in order to accommodate thruster, spacecraft,
solar array, and exterior boundary surfaces. Last there are what should happen at the interface between blocks. At

block interfaces, there is a non-physics boundary conditionfive in the z-direction. Thus, for a half-plane simulation,
there are a minimum of 40 blocks in the primary decompo- representing a ‘‘cut’’ in the domain. This boundary condi-

tion represents the fact that communication must occur forsition. Each block can then be decomposed into smaller
blocks by a secondary decomposition, so that, depending both particle and grid quantities. Note that the algorithm

basically has two parts. Within each block where the CEXon the total domain size, there are two to three blocks per
available processor. The blocks are numbered as N 5 i 1 ion production rate is non-zero, particles are created and

are moved. If a particle exits a block, it is communicatedjNx 1 kNxNy, where Nx and Ny are the number of blocks
in the x and y directions and i, j, k are the block indices to an appropriate neighboring block either via a face, edge,

or corner. After all particle movement is conducted, thewhich start from (0, 0, 0) in the lower southeast corner of
the domain. electric field is solved self-consistently in the inner loop of

the algorithm. This requires only face exchanges betweenThe faces of each block must be categorized for comput-
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FIG. 3. Example of domain decomposition in x-y plane.

adjacent blocks. After an SOR sweep in all the blocks, tions where the computational load is dynamically chang-
ing is the load-balancing of all the processors. In our simu-the potentials must be passed between blocks that have

common interior interblock faces. In essence, continuity lations, the CEX ions are created within the beam and
expand outwards to surround the spacecraft. Initially, allof the potential must be enforced. The potential at grid

points IXB in Block N are passed to grid points 1 in Block the particles are within the beam, and processors that have
N 1 1, while grid points 2 in Block N 1 1 are passed to
grid points IXB 1 1 in Block N. Thus, each block solves
the potential from points 2 to IXB, holding points 1 and
IXB 1 1 fixed for each iteration. The process of an SOR
sweep followed by boundary cell exchange is continued
until global convergence is met.

In addition to the particles being passed between blocks,
the densities at the grid points on the boundaries between
neighboring blocks must be superimposed to get the right
values. For instance, referring to Fig. 4, a particle in Block
N between x(IXB 2 1) and x(IXB) is weighted to those
two points. However, Block N 1 1 must know about the
charge of that particle in order to have the proper density
at its grid point x(1). Thus these boundary density values
must be added up between blocks.

The biggest challenge to parallel computing for simula-

FIG. 4. Detail of splitting computational grid between two neigh-
boring blocks. FIG. 5. Flowchart of concurrent algorithm.
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blocks in that region are doing all the work. Processors plasma density, and hence, the two-dimensional model can
be used for estimates in situations that are not purelyoutside of the beam do not have any particles and are only

solving the potential field in their respective blocks. Thus, axisymmetric. This is highly desirable since the two-dimen-
sional model offers vast computational savings over theinitially, there is a severe load imbalance on the machine.

However, as the simulation progresses, the particles travel three-dimensional model.
We examine the backflow from an ion thruster on ainto other processors and the load becomes more distrib-

uted. To alleviate this problem somewhat, the blocks that large-scale model spacecraft. Following the geometry of
Fig. 1, the size of the model spacecraft in the simulationare within the beam (where the particle densities are the

highest) are made smaller than blocks outside, so that more is 1.5 m long in the x-direction. This is only the distance
from the solar array panels to the thruster exit; the entireprocessors have portions of the beam. It may be noted

that blocks outside are larger and, hence, have more grid spacecraft is not modelled. The model spacecraft has a
half-height of 0.5 m in the y-direction, and a width of 1 mpoints for the potential solver. Thus, processors outside of

the beam may not have any particles, but they will be busy in the z-direction. A solar array panel extends 3.1 m from
the top of the spacecraft 1.5 m behind the thruster exitsolving the field. However, the field must be solved before

the particle operations, so that there is no gain in this re- and is biased. The potential drop from the spacecraft to
the end of the array is 28 V, typical of most current systems,spect.

The most efficient approach is to balance the load dy- with the spacecraft grounded to the positive end. The simu-
lation domain is a half-domain in the y-direction. The ionnamically while the simulation is in progress. There are

two main approaches: one is to change dynamically the thruster simulated is a 13-cm beam diameter xenon
thruster, and the operating conditions are a beam currentsize of the blocks (and, hence, the number of particles

within a block), and another is to move the blocks that of 0.404 A, a propellant utilization efficiency of 0.84, and
a beam ion velocity of 33,200 m/s. A constant electronhave the most particles to processors that have the least

work. Ferraro et al. [11] have applied the former technique temperature of 1 eV is used, and no geomagnetic field was
included. To encompass the spacecraft and the solar arrayto a two-dimensional PIC simulation. By load balancing

dynamically, there is always the trade-off between gains panel, the dimensions of the computational domain are
3.2 m 3 4.5 m 3 3 m in the x, y, and z directions, respec-in computational efficiency and the cost associated with

the repartitioning. The results of the three-dimensional tively. The computational grid has 139 grid points in the
x-direction, 241 in the y-direction, and 281 in the z-direc-calculations in this paper do not incorporate any form of

dynamic load balancing. A static decomposition was used, tion—a total of 9,413,219 grid points.
The problem was run initially on the massively parallelbased on sizing the blocks, so that those in the beam were

about half the size of those outside. Large-scale three- Intel Touchstone Delta at Caltech and, subsequently, on
the Cray T3D at the Jet Propulsion Laboratory. Inaugu-dimensional plasma simulations on massively parallel com-

puters have been performed (without any dynamic load rated in 1991, the Delta consists of 512 processors each
with 16 MB of memory and a peak speed of 80 Mflops.balancing) before on unbounded plasmas [12] and, re-

cently, on spacecraft charging [13]. The results in this paper However, the amount of user available memory per node
is closer to 12 MB, bringing the total machine capacity toare the first of their kind in three-dimensional ion thruster

plume contamination simulations, but they are quite ele- over 6 GB. The processors are connected via a scalable
two-dimensional mesh. The Cray T3D, installed in 1994,mentary in terms of the complexity of the computer science

issues. There is much room for increases in parallel effi- consists of 256 nodes, each with about 55 MB of usable
memory—a total of 14 GB. The speed of each processorciency, and it is one area of future improvement beyond

this work. is about 150 Mflops peak, and they are connected via a
three-dimensional torus topology which offers much better

V. RESULTS interprocessor communications. Message latency (time to
send a message) on the Delta is about 150 es and the

5.1. Three-Dimensional Plume Structure
bandwidth (rate of information being transmitted) is about
10 MB/s. In contrast, the latency is around 10 es, and theIn this section, we present and discuss the three-dimen-

sional simulation results. The main goal of the three-di- bandwidth is 120 MB/s on the T3D.
Since the problem was initially targeted for the Delta,mensional model in this paper is to investigate the CEX

ion backflow structure and to see whether geometrical the domain was partitioned into 1575 blocks so that there
would be three or more blocks per processor. The sameeffects due to a fully three-dimensional spacecraft are im-

portant. We will also compare the three-dimensional re- partitioning was kept for the T3D, hence six or more blocks
were allocated to each processor. It was found that thesults with results from an axisymmetric model [4]. In the

case considered in this paper, it is shown that the two- simulation code performed about six times faster on the
T3D due to its more powerful processors and faster com-dimensional model gives an upper bound on the CEX
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munications network. The simulation was run until steady distinction. At distances further from the plume center
though, the structure of the CEX density still retains astate was reached with the particle population reaching

over 35 million. Due to the lack of dynamic load balancing distinctive asymmetric nature due to the rectangular space-
craft. Thus, this calculation demonstrates that the three-at the start of the simulation, only about 10% of the proces-

sors are utilized for particle operations. However, as the dimensional geometry of the spacecraft influences the
structure of the plume backflow.particles expand from the beam region, the number of

processors utilized increases. The ratio of the time spent
in interprocessor communications to computation, is about

5.2. Comparison of Two- and Three-Dimensional Results
1.4%, and the overall speed of the code is about 30 s/
timestep. Due to the high demand of the machines and To see how substantial the three-dimensional effects are

in comparison, an axisymmetric model [4] was applied tothe availability of only four-hour slots on weekdays, the
simulation took nearly four months to complete. The calcu- the same spacecraft in the x-y plane, including the solar

array panel. The same number of grid points (139 3 241)lation required a total of approximately 128,000 node-
hours. and the same thruster operating conditions were used.

Various numbers of particles were used ranging fromFigure 6 displays a picture of the spacecraft (gray
surfaces) and two planes in the x-y (vertical) and 60,000 to 300,000. The appeal of the axisymmetrical model

is that low noise results could be obtained in two dimen-x-z (horizontal) displaying the potential in the plume. A
potential isosurface is also rendered. Since the isothermal sions with less than 200,000 particles. The two dimensional

simulation could run 24 h/day on a workstation and, de-Boltzmann model is used for the electrons, isopotential
surfaces are also isodensity surfaces, and we can clearly pending on the number of particles, the overall perfor-

mance was between 4–20 s/timestep. Thus, the axisym-see the expansion of the CEX plasma around the model
spacecraft. The plume structure can be seen more clearly metric code was much more cost effective in terms of

producing results in a relatively short amount of time (,1–in Fig. 7 which is a contour plot of the total ion density in
the x-y plane cut directly through the center of the plume 3 days).

Figure 11 compares the total ion density along a radial(z 5 0). The plasma density decays from 1014 m23 in the
beam at the thruster exit, to below 2 3 1010 m23. The cut (908 to the plume centerline) 22 cm downstream of the

thruster in the x-y plane from both the three-dimensionalbackground plasma density is fixed at 1010 m23, typical of
the LEO environment. In the region directly above the and axisymmetric simulations. We can see that the compar-

ison is very good. The plume radial expansion is axisymme-spacecraft, the CEX ions expand over the top of the space-
craft, and the density there is between 1010–2 3 1010 m23. tric as we expect. It is interesting to see what the decay

rate in the density is, due to the plume expansion. SimpleThe CEX ions propagate out of the beam and around the
spacecraft due to the electric field which acts normal to backflow models [5] treat the CEX plasma with a constant

velocity spherical expansion, and the density decays asthe potential contours shown in Fig. 8.
The geometrical effect of the rectangular spacecraft on 1/R2. From the density profile in Fig. 11, we see that the

density decays roughly with a rate of 1/R2.4, which is quitethe backflow is apparent though, when we examine the z-
y plane that is perpendicular to the plume axis. Figure 9 close. However, a difference is to be expected since the

CEX ions are not expanding at constant velocity, but theyis a z-y plane that is 3 cm behind the thruster exit plane.
In Fig. 9, we can clearly see that the CEX ions flowing are still slowly gaining speed as they fall down the potential

hill from the plume. It must be kept in mind that, with theback around the spacecraft do not do so in a completely
axisymmetrical fashion due to the rectangular geometry isothermal Boltzmann electron model, the plasma density

and potential follow each other, and hence, the potentialof the spacecraft. The CEX ions are essentially expanding
around a plate that is the spacecraft face on which the is not completely flat outside of the beam.

It is important to see how the CEX plasma behaves, notthruster is located, and the backflow is concentrated on
the top and both sides. However, at the corners (458 to only radially to the beam, but also along rays at angles

greater than 908 that penetrate into the backflow region. Inthe y axis), the density is much less.
A clearer presentation of the asymmetry in the z-y plane Fig. 12, the total ion density along a ray 1208 from the plume

centerline and from a point 0.75 m in front of the thrusteris shown in Fig. 10, where the total ion density along an
arc 0.75 m from the center of the plume is shown for three exit is shown. Again, we see that the agreement between the

two models is very good, with the three-dimensional resultsz-y planes located 3, 24, and 95 cm upstream of the thruster
exit plane. In the plane 3 cm upstream, the density falls falling slightly below the axisymmetric results at distances

greater than 2 m. This may possibly be due to an insufficientby almost an order of magnitude at 458 and 1358—angles
corresponding to the corners of the spacecraft. However, number of particles in the three-dimensional model, but

nevertheless, the axisymmetric model yields larger densi-at planes further upstream, the density becomes more axi-
symmetric, until 95 cm upstream, there is no azimuthal ties. We note that the density decay in the backflow region
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FIG. 6. Three-dimensional plot of potential field surrounding spacecraft.

along this ray is also about 1/R2.23, very similar to the behav- situations that are not too strongly asymmetric. However,
for more complex geometries, the fully three-dimensionalior along a ray perpendicular to the plume axis.

In addition to radial comparisons, we compare the mod- model would have to be used. There are many computer
science issues that need to be addressed such as dynamicels along an arc of constant radius. In Fig. 13, the total ion

density along an arc a distance of 1.5 m from a point 5 cm load balancing that will improve the performance of the
code. Nevertheless, routine three-dimensional calculationsin front of the thruster is shown. In the backflow region

at angles greater than 908, the axisymmetric results are of this nature may have to wait for the next generation of
massively parallel computers.higher than the three-dimensional results again. Thus, we

see that the axisymmetric model gives an upper bound on
the CEX plasma density in the backflow regions. VI. PARALLEL STUDY

From the comparisons of this relatively simple geometry
case, we conclude (at least for asymmetric cases similar to Figure 14 provides a baseline performance evaluation

of the simulation and is taken from an associated load-one explored here) that the axisymmetric model can be
used to provide an upper bound on the CEX backflow in balancing study [14]. The horizontal axis shows a timeline
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FIG. 7. Total ion density in x-y plane. FIG. 8. Potential in x-y plane.

of the number of iterations used to generate the solution, production to gain more accurate solutions. Between the
while the vertical scale shows the time taken to execute 100 final two measurements the total number of particles dou-
iterations. The time is broken down into three categories bled. Notice that the overall utilization remained constant,
representing computation, communication, and idle time. indicating that the principal blocks in the decomposition-
The communication time represents only the time to place controlling performance eventually reach saturation in
and extract messages into and out of the network. Idle time terms of the number of particles, as one would expect in
waiting for communication has been removed by virtue of
multiprocessing multiple blocks within each computer. On
the Intel Delta machine the calculation was primarily com-
munication bound. In moving to the T3D, that communica-
tion time was reduced to insignificance.

The results indicate that using a carefully hand-coded
decomposition, the aggregate utilization varies during the
course of the calculation between 42% and 58%. The com-
putation time per timestep is, in essence, a function of
the time to solve individual steps of the field and a cost
proportional to the number of particles that are moved.
Although the field calculation can be predicted a priori,
the particle distribution varies dynamically. Initially, the
field solver dominates the computational cost and is rea-
sonably balanced, even though the particle distribution is
relatively localized. As particles begin to dominate, the
utilization drops. As a result, to improve this overall distri-
bution, a dynamic load-balancing mechanism is required.
The code includes a scalable load-balancing technique
based on diffusion [15] and a study of its effects on perfor-
mance are the subject of ongoing research [14].

The area of the graph indicated by dividers represents
changes to the basic constants in the simulation to improve

FIG. 9. Total ion density in z-y plane.accuracy. Typically these represent an increase in particle
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FIG. 12. Comparison of 3D and 2D ion density along cut 1208 fromFIG. 10. Comparison of density in z-y plane along arc for distances
plume axis.3, 24, 95 cm upstream of thruster exit.

the steady state. Thus, this study provides an accurate VII. CONCLUSIONS
global picture of the overall performance of the algorithms;

In order to investigate the geometrical effects on thethe utilization would not reduce further were the computa-
backflow structure due to the three-dimensional space-tions to be continued.

FIG. 13. Comparison of 3D and 2D ion density along arc 1.5 m fromFIG. 11. Comparison of 3D and 2D ion density along radial cut 22
cm downstream. point 5 cm downstream.
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FIG. 14. PIC code runtime breakdown.

craft, a fully three-dimensional numerical model was devel- Comparisons of CEX ion densities along radial and angular
cuts throughout the backflow region away from the ‘‘cor-oped. Due to the extremely large computational resources

required for the large spatial domains involved encom- ner-effect’’ regions did not show significant differences. It
was shown that the axisymmetric model can be used topassing a realistic spacecraft, the use of massively parallel

computers was necessary and enabling. A PIC algorithm give a conservative upper bound on the backflow, at least
for geometries that are not highly asymmetric, as wasfor a message-passing multi-computer environment was

developed and implemented on two massively parallel the case.
Future work will address the use of unstructured gridscomputers that had sufficient memory to handle up to 3

GB memory requirements. for arbitrary geometries and thruster positions. Multiple
thrusters will also be examined, and the effect of the CEXThe propellant CEX ion backflow from a 13-cm xenon

ion thruster was computed on a large-scale model space- plasma cloud discharging charged spacecraft surfaces will
be investigated.craft.The computational domain contained over 9.4 million

grid points, and the simulation employed over 35 million
particles. This is the first calculation ever conducted of ion ACKNOWLEDGMENTS
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